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Introduction TUT

What are future outlooks for Automated Machine Learning?

Market entry of big tech companiesl Gartner Hype Cyclel2]

{ @ { 2 Google Cloud

Expectations

With its high potential AutoML is expected to have a Compound annual growth rate (CAGR)
of 43% from 2020 to 203013,
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Our Definition of AutoML

99 Automated Machine
Learning is the automation of
the work of a Data Scientist
which in the end creates a ML
Pipeline.



Introduction

General information about the partner

L  Global consulting and accounting firm
e « Operating in different industries
P « Over 280,000 employees

Motivation of the project

@ Challenge the application of AutoML to real life problems
Q.. Replaceability of Data Scientists

DD Faster, simpler and cost efficient solution compared to conventional approach
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Introduction

Project goals by PwC to fulfill the requirements

1 = Research on existing tools

E Selection of top four AutoML tools

AW N
9

Develop a benchmarking matrix

Iss~  Building handcrafted ML pipeline & Comparison
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Apply all four tools to an open-source data set from the domain of manufacturing

l Additional Achievement




Outline

1 Theory about AutoML
3 Imbalanced Data Handling
5 Our Benchmarking Tool

7 Conclusion
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Theory

What does AutoML do?

AutoML fully automates the process of

""1 Building multiple ML pipelines

M Selecting the ML pipeline which performs best w.r.t. to some loss function

Following questions

@ What is an ML pipeline?

@ How to find the optimal ML pipeline?
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Theory

What is an ML pipeline?

Dataset

Set of algorithms
to chose from

\l

Machine Learning Pipeline

Data
Preprocessing

Feature
Engineering

Model
Building

Data Preprocessing

Ag

Af

* Unconfigured ML pipeline P € P = A XA XAy

« Configured ML pipeline (P, 8) consists of an unconfigured ML pipeline P € P and its
hyperparameters 6 € 0,
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Feature Engineering Model Building

Am

Predictions



Theory TUTI

How to find the optimal ML pipeline?

Data scientist approach: Sequential
1. Configuration Optimization: Determine the optimal hyperparameters for a set of unconfigured ML

pipelines w.r.t. some loss function.
2. Pipeline Selection: Out of these configured ML pipelines, determine the one which minimizes the

loss function.

AutoML approach: Combined Pipeline Selection and Configuration
Determine simultaneously the ML pipeline and its corresponding hyperparameters, which minimize
the k-fold cross validated loss function.

k

1 . .

(P*,8*) € arlgergin P Z L ((P, 6), Dg;in, Dt(éﬁt)
0c0p J=1
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Theory TUTI

Which optimization techniques does AutoML use?

« (Objective function‘s) gradient based optimization techniques not applicable
« Use Black Box Optimization: grid search, random search, Bayesian optimization

Bayesian optimization

» Surrogate model: relationship between hyperparameter values and loss function

» Acquisition function: based on the surrogate model, determines the ,information gain“ of evaluating
the loss function at a given hyperparameter value

* Procedure:

Evaluate the loss function at a hyperparameter value

Fit/update the surrogate model

Update the acquisition function

Using the acquisition function, determine the next hyperparameter value for loss function

evaluation and start over

LN =
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Data Exploration

General information on the data set

700 A

600 A

500 A

400 A

300 A

200 A

100 A

673

Other_Faults Bumps K Scratch Z Scratch  Pastry Stains  Dirtiness
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Dataset selection

Supervised learning
Not a time series data
Open source
Manufacturing context

Steel Plates Faults dataset

 University of California Irvine repository
27 features

1941 observations

Multi-class classification

Imbalanced class distribution
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Data Exploration

Distribution of specific variables

X_Minimum TypeOfSteel _A300 Outside_X_ Index
o " i Mixed features (numerical and
: - = categorical)
o os 4 Different range of values
o] i Outliers existing
+ Different degree of
e ‘é *"I"I' informativeness
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Data Exploration

Further analysis of variables

> 2
- = G
@ o 8
8% g < > 3
it — = E &= > o
- X £ x 7} o oS =
L Tl o 5 3 o o >< w > ™ x @
£ T 2 3 -8 £ [} S s < @ T
¥ Fa E ~._|.,_£_‘_g,,Ex'chQg_l x B £ x
5 o 2 g ES 9 1 g g ® 5 9 £ O g ® g E @ £ T 0 O
2 [ 5 I > < < o k] T = o S © © T
£ o S | 2 % o 23 { s 8 5 [
& U2 EEEEG EET U EXEQT7 B EZEE>TEE
o T = 3 - = ()
8 B3 2EEs s L2 g"25Q8 ¢ 388
S TE o 35=FEXEaqaTELSSHE 285592 %F 4
g &S5 5 £85 7 x5 €80 8285 5551905 38 8
®w O O 0 > > =2 =2 0> X0 0o Wwuwdon JF X X wwo aJa

Square_Index |

Steel_Plate_Thickness
Outside_Global_Index
Orientation_Index

0.8

LI

Top-9 hierarchical clusters of features

Sum_of_Luminosity
Empty_Index

Absolute correlation coefficient is used
as distance

Edges_X_Index
Log_Y_Index
SigmoidOfAreas
Length_of_Conveyer
TypeOfSteel_A300
X_Minimum

X_Maximum
Edges_Index
Edges_Y_Index [y ]
Outside_X_Index @
LogOfAreas @ @

@ L )

Log_X_Index )
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Imbalanced Data Handling

Which strategies can be applied for imbalanced data?

train

test

train

test

Dataset

y

5-fold Cross VaI|dat|on splits

No strat fication

5-fold Cross Validation splits
Stratification

5-fold Cross Vahdatuon splits
Stratification

B

Oversampling

—=E — =
L‘Et-
EHE

L
“T
fiss

._%._J—._%._l—

Calculate metrics

Calculate metrics

Calculate metrics

I

y

Results

* the histograms are just an example for illustration, not the real data histograms
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For each

> AutoML

tool

37 Stratified 5-fold Cross Validation

LALLLLL )

53 Three settings:
1. No stratification — no oversampling (snon)
2. Stratification — no oversampling (syon)
3. Stratification — oversampling (syoy)



Performance Metrics

What other challenges do the imbalanced datasets bring?

/\ Imbalanced Dataset Issue

More prediction errors on the minor (less frequent) classes

‘¥ Standard classification metrics e.g Accuracy cannot be interpreted properly

High Accuracy achieved only by predicting the major class

07/21 - Technical University Munich
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Performance Metrics Cont.

Which metric is reported in our experiments?

Metric Formula

Reasons

\
N > 0(]
Balanced Accuracy 2ui=1 1 (_“”"‘“-‘*‘L

Same importance to each class
(no domain knowledge)

N Understand how well the model
find samples on average
*Recall i 2 : how well the positive class is predicted,
TP+FN

out of all actual positive class samples.
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AutoML Tools TUT

Which AutoML tools were taken into account?

:=| Initial list of 23 researched tools

v{  Final list of four tools

Auto-
A\ Azure AutoML
Sklearn RESR
ALTERYX

« Commercial toolkit: « Open source « Commercial toolkit: » Open source toolkit:
automatic ML pipelines toolkit: automatic automatic ML pipelines automatic data
creation for feature engineering, creation for classification/ preprocessing,
classification / hyperparameter tuning, regression, time series, training/tunning
regression, best model best model selection best model selection several models, best
selection model selection
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Benchmarking Aspects

How to evaluate the tools?

Tool Data preprocessing Feature engineering
[<b) 20 ::
E < -~ =
s 8| = T = = =
= B S = o0 o o =
a0 = o S| o = =i o B ‘m .G
SS | SE| g »|8 = = = = ==
w2 | 83|88 a8 Z 3 L =
28|l g2|83|22|82| B g ==
= g Ho|lo S([gs | g O D = D
2 S| A0 | =2 | 8S© | Q3 = oo [
Alteryx v X X - v X X
Auto-sklearn v X v v v v v
Azure v X v v v v v
H,O v X X v v X v
Tool Task # ML models | Optimization | Ensemble | Model export
=
2 7
+ = 5
=| 2| &
o A (ab)]
172 b Leb)
70} oy —
2| = E
O |~ —
Alteryx |V X 4 - X X
Auto-sklearn | v | / X 29 Bayesian v v
Azure v |V v 14 Bayesian v v
H,O SNV 10 Grid search v v
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Tables 1, 2:
Comparison of different
views among AutoML tools
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Benchmarking tool

Input of data into the benchmarking tool

O

Licence Y= GUI, i.e. code-... Y= | Feature engineering (automatically) implemented (e.g. ... = Time-series modelling pos...¥= Variety of implemented m... =

| commercial | || [No ||| [no || [no || [High ]

| OpenSource | || | Optional | |7 | optional | {I | optional | || [Low |
I Yes I I Yes | | Yes | | Medium |

Accepted Data preprocessing Feature engineering Type of Leaming Learning Tasks  Time-series Variety of
Sources: (automatically) (automatically)
B4 spreadsheet (excel, B4 implemented Ed implemented [~ |
alteryx Commercial  Yes Yes, within 2  only on Windows Locally installed Both, spreadsheet  Yes No Supervised Classification,  No Low Yes No
days Alteryx App and data lake Regression
auto-sklearn  Open Source  No No only on Linux Python Both, spreadsheet  Yes Yes Supervised Classification,  No High Yes Yes
and data lake via Regression
SQLAIchemy
azure Commercial Yes Yes, within2 None Azure Cloud Both, spreadsheet Yes Yes Supervised Classification, Yes Medium Yes Yes
days and data lake Regression,
Time Series
h2o Open Source  Optional No for GUI: Java sdk hasto be  Python, R Both, spreadsheet  Yes Optional Supervised Classification,  Optional Medium Yes Yes
installed and data lake via Regression,
SQLAIchemy Time Series
(Optional)

07/21 - Technical University Munich
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Benchmarking tool TUT

Output from the benchmarking tool

Licence Y= % || GUIi.e.code-..7= ¥, || Feature engineering (automatically) implemented (e.g. ... ¥= Time-series modelling pos... V= Variety of implemented m... Y=
No optional || [optional || [ edium
Commercial | Optional ‘ No No High
Yes Yes Yes Low

Specific OS Requirements  Operating in Accepted Data Data preprocessing Feature engineering Type of Leamning Leaming Tasks Time-series Varietyof  Savingbest Exporting best

Sources: (automatically) (automatically) modelling implemented model model to python
[+ [ spreadsheet (excel K4 implemented K implemented K4 [~ B possible K4 models 4 possible K4 possible K
h2o Open Source  Optional No for GUI: Java sdk hastobe  Python, R Both, spreadsheet  Yes Optional Supervised Classification, ~ Optional ~ Medium Yes Yes
installed and data lake via Regression,
SQLAIchemy Time Series
(Optional) 4
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Handcrafted ML Pipeline

Building our handcrafted ML pipeline

Insights from Exploratory Data Analysis

Variables have different ranges

Numerical and categorical variables

Groups of highly correlated variables

07/21 - Technical University Munich

What we did

Standardization of numerical variables

Factor Analysis of Mixed Data

SVM with Gaussian RBF kernel
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Results

Mean balanced accuracy across 5 folds

Mean balanced accuracy

1.0 T
Sampling

0.9 I snon |
E syon |

0.8 | -~ B syoy |

0.74—— | T

0.6 17— = = —

0.54— T — —

0.4 4—

034 — — — —

0.2 41— T — i T

01— — T —

0.0 -

alteryx auto-sklearn azure
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h2o0
Tool

Handcrafted

prior

uniform

Handcrafted ML pipeline

Comparing results of syon vs syoy:

Handcrafted without vs with
imbalanced data handling

AutoML

Comparing results of syon vs syoy:

Internal AutoML imbalanced data

handling vs Manual imbalanced data

handling
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Results TUT

Change from syon to syoy in recall per class

0.3 1 Sampling

B Other_Faults
Bumps

—-0.1 A |

=02

K Scratch

Z Scratch
Pastry
alteryx auto-sklearn azure h20 Handcrafted
Tool

0.2 -

Impact of Random Oversampling
before vs after

Stains
Dirtiness

0.1

Recall of the majority class decreases,
The recall of the minor class increases
and vice-versa

Change in recall per class
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Conclusion TUTH

Limitations

& Reduced generalizability because only classification task was done and only four tools
were used

Learnings

Similar performance except Alteryx
@ Similar performance with human Data Scientist solution only with data handling beforehand

- Limited potential for AutoML especially for unsupervised learning and for time series data
No full potential of AutoML due to missing domain knowledge

Recommendations

Combination of AutoML and domain knowledge from Data Scientist
@ Overall & functionality: Auto-sklearn
User friendliness: Azure
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Thank you for listening and
the opportunity to work on this
project!
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Theory

What is an ML pipeline?

Sets of data preprocessing (d), feature engineering (f) and model building algorithms (m):
c oy = AP, a0

o A=A, ., A7)

o An ={A, ., a0
Each algorithm A,(f), the r-th algorithm in A, v € {d, f, m}, can be configured by (algorithm)
hyperparameters A}, from the domain A NG
Unconfigured ML pipeline P € P = A XA XA
For an unconfigured ML pipeline P = (AEIT),A}S),Ag)), the corresponding hyperparameter domain
Op is given by 0, = AAE;‘)XAA}S)XAA
Configured ML pipeline (P, 8) consists of an unconfigured ML pipeline P € P and its
hyperparameters 6 € 0,

)
m

07/21 - Technical University Munich
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Theory

k-fold cross-validation

« Feature space X, space of the target variable Y

« DatasetD = {(x;,y))]li=1,..,n,x; EX,y; €Y}

* Loss function £

« Given a dataset D and a Loss function £, the performance of a configured ML pipeline (P, 8) can
be evaluated using k-fold cross-validation as follows:

...,D(k)

valid

Partition D into k equal-sized folds, D'

) ) valid’
Then set Dt(,’,;m =p\DY =1, ..k

valid’
For each 1, ...,k compute L ((P, 0),D(j) pU)

Frain? valid)’ the value of the loss function achieved by

the configured ML pipeline (P, 8), when trained on DY) and evaluated on DV

_ tra_in valid
Finally, take the arithmetic mean of £ ((P, 9), 09 pW ) over all k folds

train’ ~valid
Thus, the k-fold cross-validated empirical loss of a configured ML pipeline (P, 8) is given by:

k
1 . .
E : () ()
% L ((P' 9)’Dtrain'1)valid)
j=1

07/21 - Technical University Munich
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Theory

Pipeline Selection

TUT

Given a set of configured ML pipelines P, = {(P,0)D, ..., (P,0)®} and a dataset D, determine the

optimal configured ML pipeline among Py in terms of minimal k-fold cross-validated empirical loss.
This can be written as:

k

1 . .

(P,0) € argmin z Z L ((P, 0), Dt(izlin, Déﬂl)lid) :
(P,B)ePg =

07/21 - Technical University Munich
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Theory

Configuration Optimization

TUT

Given one unconfigured ML pipeline P with corresponding (pipeline) hyperparameter domain 0p,
determine the optimal (pipeline) hyperparameter value in terms of minimal k-fold cross-validated
empirical loss. This can be written as:

k

1 . .

0* € argmin r z L ((P, 9),Dt(£u.n, DtEQlid)'
0edp =1

07/21 - Technical University Munich
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Theory TUTI

Pipeline Selection and Configuration Problem

Given the set of all possible unconfigured ML pipelines P = A4 XA XA, and a dataset D, determine

simultaneously the pipeline and its corresponding (pipeline) hyperparameters, which minimizes the k-
fold cross-validated empirical loss. This can be written as:

PEP,

k
1 . .
(P*,8*) € argmin " 212 ((P, 0)’Dt(7]‘21in'2)1(7]a)lid)'
0eBp J=1

07/21 - Technical University Munich 34



Theory

Pipeline Selection and Configuration Problem (cont’d)

Treat choice which algorithm in each step of the ML pipeline to use as additional categorical meta-
hyperparameters 44, A5, A,,. Let 4; = r denote that the r-th data preprocessing algorithm of A is
chosen for the data preprocessing step inside a pipeline (analogously feature engineering (f) and

model building (m)). Then the complete hyperparameter space for the pipeline selection and
configuration problem A, can be written as:

n
A= {1, ng}x{1, ., ne}X{1, o, My I X (x,’}glAAg)) X (xsilAA}S)) x (x?;"lAAgl)) .
Based on this the pipeline selection and configuration problem can be rewritten as:

k
1 . .
x : () ()
= arﬁger?\m E jilﬁ(l, Dy Dvalid).
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Theory

Grid search vs. random search

Grid Layout

Unimportant parameter

Important parameter

07/21 - Technical University Munich

Random Lavyout

Unimportant parameter

Important parameter
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Performance Metrics

Metric Formula Description
Represents the fraction of the samples predicted as pos-
i TP Steuaritisto pic o,

Precision TP+ P itive that actually belong to the positive cl.ass. It tells
us how much we can frust the model when it predicts a
sample as Positive.

P Represents how well the positive class is predicted, out
Recall TPiFN it
S of all actual positive class samples. It tells us how well
the model can find all the positive samples.
F1.Score | 2*(Precisions Recall) Looks for a balanced measure between precision and re-
v i - s T e
PrecisiontRecall | call and represents the harmonic mean between them.
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Results TUTI

Set up of the experiment

« 3 settings:
* snon, syon yield imbalanced train set

« syoy yields balanced train set
« Handcrafted ML pipeline: Comparing syon and syoy means to handcrafted without and with

imbalanced data handling

* AutoML:
« If train set imbalanced, AutoML applies internal imbalanced data handling

« Under syoy (our external imbalanced data handling), the AutoML tools do not apply their

internal imbalanced data handling
« Comparing results of syon and syoy means comparing results with the internal imbalanced

data handling of AutoML to our external imbalanced data handling
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