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SITUATION1

1. Offer new machine learning 
techniques 

2. Ensure methods retain high 
standard of accuracy

To  guarantee “that msg life 
software solutions are up to the 
highest standard of accuracy.”

To provide consumers with 
innovative & market-competitive 

tools confidently

I N T R O D U C T I O N :  O V E R V I E W

TASK2

Analysis of the fit of a Neural 
Network Regression Model

1. Given the predicted values and future 
related values 

2. Data: Large Sample size: 100,000

Input values: Key Attributes of individuals

• Includes binary, continuous and
nominal variables

Given the nature of neural networks, 
ensure stable findings in post-

evaluation stage

ACTION3

Creating reproducible and 
automatic procedures  

Every procedure proposed can be 
implemented to analyze the 

goodness of fit and implications 

1. Goodness of fit: predicted, 
observed and error values 

• Regression Assumptions

• Distribution Fitting

2.  Anomaly Detection Methods

3.  Risk Analysis



3

General Workflow of Distribution Fitting
• Find the Error Distribution
• Find the Predicted Value Distribution
• Results and Discussions on given data set

C H AT P E R  1 :  
E V A L U A T I O N  O F  A  R E G R E S S I O N  M O D E L

REGRESSION ASSUMPTIONS

DISTRIBUTION FITTING

Assess if regression model assumptions are fulfilled:
• Goodness of Fit tests, Diagnostic plots and statistical tests
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A S S E S S  T H E  M O D E L  F I T

Post-Evaluation Stage: assess specification and statistical significance of model aspects

Evaluate: structural fit and prediction power via “what is left unmodelled”PU
RP

O
SE

Residuals of Model: should behave like “white-noise” ( random error) 

Analyze: statistical properties of error terms tells us if there is evidence of “specification bias” ST
RA

TE
G

Y

Perform Adequacy or Diagnostic tests

Part 1: Assess: identically independently distributed residuals with zero mean & constant variance

1)    𝐸[𝜖!] = 0 (Zero mean) 

2)    𝜖! are independent random variables (Independence)
3)    Constant variance: 𝑉𝑎𝑟 𝜖! = 𝜎" (Variance homogeneity)
4)    Normally distributed (assumption not required though ideal)

→ Visualizations for screening  & Statistical tests

AP
PR

O
AC

H

Part 2: Characterize: the distribution of error to gain insight on prediction accuracy
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P A R T  1 :  R E G R E S S I O N  A S S U M P T I O N S

• No “strong” signs of Heteroskedasticity ( i.e. if “funnel-shape” pattern signs of non-constant variance)
• No signs of violations against Independence assumptions (random scattering above and below 0)

• Signs of clustering (lower values of predictions) – confirm via statistical tests

1) Leven test  for Heteroskedasticity: 
• Fail to reject the null hypothesis of variance homogeneity at a 5% significance level (p-value = 0.1009)

2) Variance inflation factor (VIF): quantifies the correlations between the model variables:
• No strong evidence of multicollinearity

Residuals vs. Predicted Values
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P A R T  1 :  R E G R E S S I O N  A S S U M P T I O N S

• Normality assumption is arbitrary but ideal 

• If residuals are normally distributed - it makes interpretation and mathematical derivations more convenient

• Based on initial observations – the residuals are not normally distributed 

• An accurate error distribution is essential – to compare predictive powers of the model or (fat tails) of target
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PA R T  2 :  D I S T R I B U T I O N  F I T T I N G

H O W  D O  W E  F I T  T H E  E R R O R  D I S T R I B U T I O N ?
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E R R O R  D I S T R I B U T I O N

PA R T  2 : D I S T R I B U T I O N  F I T T I N G

Kolmogorov–Smirnov (K-S) Test 
Results of Top 3 distributions:

Probability Density Function of Johnson SU distribution:

𝑓 𝑦, 𝑎, 𝑏 =
𝑏

𝑦2 + 1
𝜑(𝑎 + 𝑏 log(𝑦 + 𝑦2 + 1)

Where y = 34567
8795:

, 𝝋 is the pdf of a normal distribution and a,b are

the shape parameters. 

Johnson SU distribution:  Flexible
It deals with different skewness and kurtosis

[1]
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D I S T R I B U T I O N  O F  T H E  P R E D I C T E D  VA LU E S

D I S T R I B U T I O N  F I T T I N G

K-S test Results of Top 3 Distributions: Fitting the Johnson SU distribution on Target values:

Two-Sample K-S Test Statistic

(sample size = 10000):

0.0159



10

C H AT P E R  2 :  A N O M A LY  D E T E C T I O N

Overview: Situation, Insights & Strategy, Questions & Goals and 
Tasks

Outline: Comparison of Methods (Previous Studies) and Challenges

Overview: Implementations (3 - step approach)

Summary: all algorithms (Abby & Xiaoyu)

INTRODUCTION

APPROACH

METHODS 

RESULTS
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I N T R O D U C T I O N :  O V E R V I E W

S T R AT E G Y

Anomaly Detection: identify deviating patterns (i.e. ‘outliers’) 

• Do not fulfill expectations

• Significant impact on conclusions drawn 

• Accounting for outliers ensures stable findings 

Algorithms integrated in today’s applications:

• Requires: high accuracy, high detection performance, with fast execution.

• For example: credit card fraud analytics, network intrusion detection, etc.

TA S K S  &  G O A L S

1. Identify  ‘infrequent’ and evidently ‘different’ instances, given the distribution

2. Ensure that proposed methods can also predict and identify all ‘new’ anomalies – given a new dataset.
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O V E R V I E W : A P P R O A C H

1. Definition of Anomalies

What is exactly is an ‘Anomaly’?

Outlier Detection Methods

• Identify extreme events; via 
statistical and outlier detection 
methods

Challenges: 
• Different operational definitions
• Parametric Methods
• Large Sample Size

2. Anomaly Detection Algorithms

Which algorithm to implement?

Novelty Detection Methods  

• Unsupervised, Supervised or Semi-
Supervised 

• Clustering, Classification or Outlier 
Ensemble Methods

Challenges: 
• Different operational definitions
• Parameter choice (bias)
• Dependency on ‘ground truth’ 

3. Performance Measure

How to evaluate the methods?

Performance Measures

• No universal “good” benchmark -but 
use a `standard’ performance 
measure

• AUC, median-AUC, and Average 
Precision

Challenges: 
• Influential Factors 
• Dependency on benchmarks

GOAL: Anomaly detection algorithm with high accuracy & detection performance, and fast execution 
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O V E R V I E W :  M E T H O D S  I N V E S T I G A T E D

Type of 
Outliers

Tukey test – method
(w/ Boxplot)

Internally Studentized 
Residuals

Median Absolute Deviation 
(MAD)

Distance Based Methods

Density - Based Methods

Isolation-based

MeasuresType of Outlier Detection MethodsNumber of VariablesOperational 
Definitions

Anomaly Scores with  
i-Forest 

Local Outlier Factor 
(LOF)

Mahalanbois Distance

Median

Z - Scores

Interquartile range 
(IQR)

Univariate

Multivariate
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O V E R V I E W : S E L E C T E D  M E T H O D S

TUKEY’S RANGE TEST
• Outliers: residuals, predicted, & target values (individually)

• Detection via Boxplots (visually)  & Interquartile range - IQR (quartiles)

• Extreme values lie outside of:

(1) Inner fence: [Q1−1.5∗IQR, Q3 + 1.5∗IQR]          (2) Outer fence: [Q1−3∗IQR, Q3 + 3∗IQR]

UNIVARIATE OUTLIER DETECTION 

MAHALANBOIS DISTANCE
• Training Data-set Only:  outliers considering in errors, target, prediction only
• Potential outlier if large Mahalanobis distance from the distribution

𝑫 𝑿, 𝝁 = 𝑋 − 𝜇 #Σ$%(𝑋 − 𝜇)

MULTIVARIATE OUTLIER DETECTION 

ANOMALY SCORES WITH  I-FOREST
• 3 Datasets: training, validation and test subsets
• Main Idea: isolating anomalies is an easier task compared to isolating the normal instances

ISOLATION FORREST (I-FOREST) DETECTION 



15

R E S U L T S : T U K E Y ’ S  R A N G E  T E S T  
U N I V A R I A T E  O U T L I E R  D E T E C T I O N

Tukey method extended to the
log-IQ method 

• Zero outliers : (log) target & 
prediction values

• Errors & Absolute error :

• 7.54 % contamination rate for 
possible outliers (1885 outliers)

• 578 Probable Outliers: 
contamination rate, at 2.31%

• Outliers detected had a mean  
for prediction (log) values at 
7.78 

Type of 
Outliers

Sample Size
No. of 

Outliers: (log) 
Target

No. of Outliers: 
(log) Prediction

No. Of Outliers: 
Errors

Probable
Outliers 25,000 0 0 578

Possible
Outliers 25,000 0 0 1885

Indicates: we need to account for 
outliers in lower predicted values -
located between the minimum 
and the first quartile 
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R E S U L T S : M A H A L A N O B I S  D I S T A N C E
M U L T I V A R I A T E  O U T L I E R  D E T E C T I O N

• 60,000 instances, total of 1584 multivariate outliers observed

• Similar contamination rate to the univariate outliers detected at 2.64%; 

• Instances with over 4.03 Mahalanobis distance flagged as outliers 

• Low observed response values are more prone to being underestimated or overestimated by the model 
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• Training set: Build a 
model

• Validation set: Verify the 
performance of the 
model

• Test set: Final evaluation 
of the model

R E S U L T S : I S O L A T I O N  F O R R E S T
A N O M A L Y  D E T E C T I O N  M E T H O D S

60%15%

25%

Data Split
Training set

Validation
set

Test set

• 60,000 instances, total of 2820 multivariate outliers detected
• Outliers cover all range of error values
• Outliers predicted have either very high or low target values
• Our model could predict 66% outliers calculated by Mahalanobis 
distance
• Precision is relatively low: about 37%
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P E R F O R M A N C E  &  E V A L U A T I O N
A N O M A L Y  D E T E C T I O N  M E T H O D S

• 25,000 instances, total of 1212 multivariate outliers detected
• Model could predict 441 out of 644 outliers calculated by Mahalanobis distance (i.e. 68% Recall)
• Precision is about 53%
• High AUC: 0.9766
• Relative high 𝑭𝟏 score: 0.6

I N  T H E  T E S T  S E T
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C H AT P E R  3 :  R I S K  A N A LY S I S

INTRODUCTION

Loss Functions: absolute loss, percentage loss 
and logarithm loss.

LOSS & DATA

Parametric Method, Historical Simulation, 
Bootstrap, and Extreme Value Theory.

Two perspectives: whole dataset and breakdown 
according to 3 risk classes.

METHODS

How to find the trustful 95% VaR and CVaR? 
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• Given the loss 𝐿 and a confidence level 𝛼 ∈
(0,1), VaR is given by the smallest number 
𝑥 such that the probability that the loss 
exceeds 𝑥 is not larger than 1 − 𝛼.

I N T R O D U C T I O N

VA LU E  AT  R I S K  - Va R

• We use 95% VaR and CVaR as risk 
measurements.

E X P E C T E D  S H O R T FA L L - C Va R

• “If things do get bad, what is the expected 
loss?

• CVaR is the expected loss given that the loss 
is greater than the VaR.
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• 𝑨𝒃𝒔𝒐𝒍𝒖𝒕𝒆 𝒍𝒐𝒔𝒔 = |𝑡𝑎𝑟𝑔𝑒𝑡 − 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛|

• 𝑷𝒆𝒓𝒄𝒆𝒏𝒕𝒂𝒈𝒆 𝑳𝒐𝒔𝐬 =

• 𝑳𝒐𝒈𝒂𝒓𝒊𝒕𝒉𝒎 𝒍𝒐𝒔𝒔 = | ln 𝑡𝑎𝑟𝑔𝑒𝑡 − ln(𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛)|

L O S S  F U N C T I O N S  A N D  D ATA

D ATA

• Whole dataset

• Splitting according to risk classes: high, middle, and low risk class

• To explore if the 95% VaR and CVaR of these 3 risk classes vary dramatically.

LO S S  F U N C T I O N S

𝑎𝑏𝑠𝑜𝑙𝑢𝑡𝑒 𝑙𝑜𝑠𝑠
𝑡𝑎𝑟𝑔𝑒𝑡
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• Fit loss into different distributions and 
find the top 3 distributions.

• Take 95% percentile of the distribution 
as the 95% VaR.

M E T H O D S

PA R A M E T R I C  M E T H O D

• Find 95% worst loss of the historical 
loss as 95% VaR.

H I S TO R I C A L  S I M U L AT I O N

E X T R E M E  VA LU E  T H EO RY

• The threshold is set as the 95% percentile of 
the historical loss. 

• β and h are the scale and shape of the best 
GPD fit. q is the confidence level (e.g. 95%).

• The probability that the actual loss will be 
greater than a certain value M can be 
calculated by the equation:
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• 95% confidence interval of VaR : We resample 𝑻 times and get 𝑻 VaR values, and then find the 95% 
confidence interval of VaR (2.5% quantile, 97.5% quantile).

M E T H O D S

B O OT S T R A P

• Accuracy Test of the mean of the interval: 𝐾𝑢𝑝𝑖𝑒𝑐 − 𝐿𝑅 test
• 𝐿𝑅 is likelihood ratio. If 𝑎𝑐𝑡𝑢𝑎𝑙 𝑙𝑜𝑠𝑠 > 𝑉𝑎𝑅 , we denote this event by 0, Otherwise, we denote it by 1. 
• 𝑁 is the number of Event 0. 1 − 𝑃 is the confidence level of VaR. 𝑻 is total number of events. 

• For 𝑝 = 0.05, if 2ln(𝐿𝑅) < 3.841à accurate
• For 𝑝 = 0.05, if 2ln(𝐿𝑅) > 3.841à not accurate
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• We are 95% sure that the absolute loss of a new 
contract will not be greater than 17.6 EUR. 

• We are 95% sure the loss of a new contract will not 
be greater than 0.3%.

R E S U L T S

W H O L E  D ATA S E T
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R E S U L T S

R I S K  C L A S S  S P L I T
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• High risk class tends to have higher absolute loss, but lower percentage loss
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CONC LUSION & RECOM M ENDAT IONS

• The efficiency of the process is low since we tried to find which 
distribution in our list may fit the data

• All distributions we fit can be grouped in different categories

EVALUATION OF 
REGRESSION
MODEL

• Presence of outliers has a significant impact on the conclusions drawn 

• Further research other various outlier detection methods to detect all
types of outliers (Unsupervised or Semi-supervised methods)

ANOMALY 
DETECTION

• Higher target implies higher absolute loss, but the percentage loss could 
be lower.

• The 95% VaR of a new contract disregarding of risk class is around 17.5 
EUR or 0.3%.

RISK ANALYSIS
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THANK YOU! 

Questions? 


